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Basic Information for Term Project

You will get a term project proposal presentation one week later after midterm exam:
April 30th (Tue.).

You should select appropriate topics for your term project.
Term project topics have to be related to computer architecture.

The topic list below is just examples that you can do as a term project. So, you can
select other topics as you want if you have better idea.

References for each topics in the list are papers or documentations that help you to do
the term project. You can get some helps on them, and it does not mean that you have
to get similar results after the term project.
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Term Project Topics
Followings are term project topics that you can do.
There are two major topics: ‘Memory’ and ‘Non-Memory’.

There are seven minor topics: ‘DRAM’, ‘RCM’, ‘STT-MRAM’, ‘Flash memory and
SSD’, ‘CPU’, ‘GPU’, and ‘Artificial Intelligence & Computer Architecture’.

Each minor topics has several detailed topics, and each detailed topics has its own
references.

Memory
A. DRAM
i.  Low power dram design
» Memory controller scheduling for low power [1]
» Fine-grained activation [2]
» Refresh power reduction [3]
ii.  High performance DRAM design
» Memory controller scheduling for high performance [4]
» DRAM compression [5]
iii.  Quality of Service (QoS)
» Memory controller scheduling for fairness [6]
B. PCM (Phase Change Memory)
i.  Device comparison
» DRAM and PCM performance comparison [1]
ii.  Low power and high performance PCM design
» Architectures to reduce overhead from PCM [2]
iii.  Reliability issues
» Hard fault failure minimization [3]
C. STT-MRAM (Spin Torque Transfer Magnetic RAM)
i.  Device comparison
» Performance and power comparison between SOT and STT-MRAM [1, 2]

ii.  Embedded memory
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» STT-MRAM for mobile system [3]
iii.  Reliability issues
» Failure and reliability analysis of STT-MRAM [4]
D. Flash memory and SSD
i.  Garbage collection and wear leveling
» Garbage collection and wear leveling technique [1]

ii.  SSD lifetime improvement

» Super-page management [2]

2. Non-Memory
A. CPU
I.  Pipelining
» Deep pipelining performance comparison for ISAs [1]
ii.  Parallelism
» Data level parallelism with Intel AVX instruction [2]
iii.  Branch prediction
» High-performance, low-power branch predictor design [3]
B. GPU
I.  SIMD utilization
» Thread level parallelism for higher SIMD utilization [1]
ii.  Host-Device data copy optimization
» Host and device DRAM control with CUDA [2]
C. Artificial Intelligence & Computer Architecture
I.  A.L-support computer architecture
» Deep learning acceleration with GPU, NPU, and etc. [1, 2, 3]
ii.  A.l-based computer architecture

» Neural network branch predictor [4]
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