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Virtual Memory: Motivation

A Original Motivation:
I Illusion of having larger physical main memory (using
demand paging)
I Allows program and data addresgelocation by
automating the process of code and data movement

between main memory and storage.

A Additional Current Motivation:
I Fast process starup.
I Protection from illegal memory access.
A Needed for multitasking operating systems.

I Controlled code and datasharing among processes.
A Needed for multithreaded programs




Virtual Memory: Overview

Virtual memory controls two levels of the memory hierarchy:
A Main memory (DRAM).
A Mass storage (usually magnetic disks).

Main memory is divided into blocks allocated to different running processes in
the system by the OS:

A Fixed size blocks Pages (size 4k to 64k bytes)(Most common)

A Variable size blocks Segments (largest size 26 up to 232).

A Paged segmentation Large variable/fixed size segments divided into a number
of fixed size pages (X86, PowerPC).

At any given time, for any running processa portion of its data/codeis loaded
(allocated) in main memorywhile the rest isavailable in mass storage.

A program code/data block needed for process execution and not present in
main memory result in a page fault(address fault) and the page has to be loaded
iInto main memory by the OS from disk(demand paging).

A program can run in any location in main memory or disk by using a
relocation/mapping mechanism controlled by the operating system which maps
(translates) the address from virtual address space (logical program address) to
physical address space (main memory, disk).




Virtual Address Space Vs. Physical Address Space
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Paging is assumed here

Virtual Address Space = Process Logical Address Space



Basic Virtual Memory Management

A Operating system makes decisions regarding which virtual
(logical) pages of a process should laocatedin physical
memory and where lemand paging assisted with
hardware Memory Management Unit (MMU)

A On memory access- If no valid virtual page to physical
page translation {.e page not allocated in main memory)
I Page fault to operating system
I Operating system requests page from disk
I Operating system chooses page for replacement
Awrites back to disk if modified
I Operating system allocates a page in physical memory

Paging is assumed




Typical Parameter Range For
Cache & Virtual Memory

Parameter First-level cache Virtual memory

Block (page) size 16128 bytes 4096-65,536 bytes

Hit time -3 clock cycles 100-200 clock cycles

Miss penalty 8—200 clock cycles [.000,000-10,000,000 clock cycles
(access time) (6-160 clock cycles) (800,000-8,000,000 clock cycles)
(transfer time) (2-40 clock cycles) (200,000-2.000,000 clock cycles)

Miss rate 0.1-10% 0.00001-0.001%

Address mapping  25-45-bit physical address  32-64-bit virtual address to
to 14-20-bit cache address 25-45-bit physical address

Figure B.20 Typical ranges of parameters for caches and virtual memory. Virtual
memory parameters represent increases of 10 to 1,000,000 times over cache para-
meters. Normally, first-level caches contain at most 1 MB of data, whereas physical
memory contains 256 MB to 1 TB.



Virtual' Memory Basic Strategies

A
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Main memory page placement(allocation):Fully associative
placement or allocation (by OS) is used to lower the miss rate.

Page replacement: The least recently used (LRU) page is replaced
when a new page is brought into main memory from disk.

Write strategy: Write back is used and only those pages changed in
main memory are written to disk (dirty bit scheme is used).

Page Identification and address translationTo locate pages in main
memory, a page tablas utilized to translate virtual page numbers
(VPNSs) to physical page numbers (PPNs) . The page table is indexed
by the virtual page number and contains the physical address of the
page.

I In paging: Offsetis concatenated to this physical page address.

i In segmentation: Offset is added to the physical segment address.

Utilizing address translation locality, a translation look-aside buffer
(TLB) is usually used to cache recent address translations (PTESs) and
prevent an additional memory access to read the page table.

PTE = Page Table Entry
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Basic Mapping ofVirtual ' Addresses to Physical
Addresses Using A Direct Page Table
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